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Abstract—The rapid expansion of the Internet of Things (IoT)
has introduced the need for thorough testing of its protocol
implementations to ensure conformance to their specifications
and increase their security. This paper investigates the ap-
plication of two of the major testing techniques, fuzz testing
and symbolic execution, to test the implementations of the
Constrained Application Protocol (CoAP), a key protocol in
the IoT ecosystem. We explore the efficacy of these techniques
in discovering requirement violations in CoAP implementations.
Focusing on two widely-used CoAP implementations, libcoap and
FreeCoAP, we systematically apply both fuzzing and symbolic
execution to test conformance with key requirements derived from
CoAP’s specifications. Our findings demonstrate the strengths
and limitations of both approaches, and highlight nine non-
conformances in these implementations, most of which have been
fixed. Finally, we provide insights into how fuzzing and symbolic
execution can be effectively utilized for protocol testing.

I. INTRODUCTION

Network protocols enable reliable communication between
different software and hardware components in most infras-
tructures of our society. Ensuring that the implementations
of these protocols conform to their specifications is critical.
Non-conformance can lead to security breaches, such as
the Heartbleed [8] and the TLS POODLE downgrade [16]
vulnerabilities, both of which were caused by improper handling
of protocol-specific requirements.

With the rapid expansion of the Internet of Things (IoT), simi-
lar attention must be given to quality assurance of its underlying
infrastructure; this includes testing of protocol implementations
developed specifically for IoT systems. Several communication
protocols, including MQTT, CoAP, and EDHOC, have been
designed specifically for IoT environments, such as low-power
devices operating over lossy networks. Implementations of
such protocols merit particular testing effort, since sometimes
they are deployed on devices that are not easy to access or
update upon the discovery of errors. In this paper, we focus
on testing implementations of the CoAP protocol [23], which
plays a crucial role in the IoT ecosystem. CoAP follows a
client/server interaction model similar to that of HTTP, but it
is specifically optimized for machine-to-machine interactions.

Techniques for testing software and communication protocols
have advanced dramatically in the last two decades. One major
class of software testing focuses on detecting runtime errors,
such as crashes and memory access errors, using techniques
such as fuzz testing (fuzzing) and symbolic execution (SE).
These testing techniques have proven very effective at identify-
ing critical bugs, e.g., in systems libraries and device drivers,

but have not been so much used to guarantee that protocol
implementations conform to their specifications. That is the
purpose of conformance testing, which examines whether a
protocol implementation faithfully follows defined standards;
this is essential to prevent subtle but potentially dangerous
deviations that could compromise reliability and security.
Traditional conformance testing techniques are less effective
in uncovering bugs than fuzzing and symbolic execution; for
this purpose some researchers are developing adaptations of
fuzz testing [15] and symbolic execution [22], [24], [2], [3]
that directly check whether a protocol implementation satisfies
(parts of) its specification, e.g., as formulated in its RFC.

This paper investigates the application of fuzzing and
symbolic execution to the challenge of testing CoAP imple-
mentations against its main RFCs. Both techniques aim to
check how a system under test (SUT) responds to a wide
range of different inputs. Fuzzing achieves this by generating a
large number of (random) test inputs, constructed by mutating
previously applied inputs. Using cleverly designed mutation
strategies, it can often —but not always— quickly penetrate
into the many corners of a SUT’s code. Symbolic execution
achieves a similar goal by systematically exploring a range
of code paths followed by the program. It designates part
of the test input as symbolic, and explores the code paths
that are possible for different values of these symbolic inputs.
Technically, this relies on instrumenting the SUT’s code to
enable symbolic manipulation of executed program statements.
Against the above background, this paper:

• investigates the effectiveness of (adaptations of) fuzzing
and symbolic execution in discovering bugs and require-
ment violations in IoT protocol implementations;

• compares fuzzing and SE in terms of their effectiveness
at exposing bugs, as well as in time that this requires;

• (as a by-product) improves the quality of two widely used
CoAP implementations by exposing bugs in them which
have been fixed and/or reported to their developers; and

• offers some advice on how to apply these two techniques
to IoT protocol implementations.

In our investigation, we have tested two well-known CoAP im-
plementations written in C: libcoap [12] and FreeCoAP [9]. To
assess their conformance, we employ twelve core requirements
from the RFC documents that define the CoAP standard. In
order to produce an unbiased comparison of fuzzing and SE, we
have created a common test harness for both these techniques,



which has a common mechanism for checking a requirement,
and which can be re-targeted to either technique by minimal
modifications. The results indicate that both fuzzing and SE are
very effective in locating protocol requirement violations fast;
they have managed to uncover a total of nine bugs in these
two implementations, the majority of which have been fixed
by now and the rest have been reported to their developers.

The rest of this paper is organized as follows: After some
background on fuzzing and SE, §III overviews CoAP, §IV
details our methodology for applying fuzzing and SE to CoAP
implementations, and §V presents our evaluation and findings.
Finally, §VI concludes with a brief discussion.

II. FUZZING AND SYMBOLIC EXECUTION

In this section, we overview fuzzing and symbolic execution
and recent works applying them to protocol implementations.

Fuzz Testing (Fuzzing) has established itself as a powerful
technique for uncovering software bugs by mutating and
executing numerous inputs to trigger and observe unintended
behaviors, particularly in the context of memory errors and
crashes. In the last decade, this area has been led by coverage-
guided greybox fuzzing tools such as American Fuzzy Lop
(AFL) [27] and its successor AFL++ [10], which offer advanced
mutation strategies and enhanced performance, and have been
used across a wide range of applications. Fuzzing tools also
have been applied to test IoT protocol implementations of
IPv6 network stacks (e.g., [20]). Other studies [13], [14],
[28] are specifically aimed at fuzz testing of CoAP imple-
mentations. Several recent works propose techniques that tailor
greybox fuzzing to stateful systems such as communication
protocols [19], [17], [4]. A common characteristic of all these
works is their primary emphasis on uncovering runtime errors
(e.g., crashes) and robustness issues, rather than detecting non-
conformance to the protocol’s specification.

Symbolic Execution (SE), first introduced in the 1970s [11],
has evolved into a powerful technique for exhaustive software
testing [7], enabling systematic exploration of program paths
by representing (selected) inputs symbolically rather than as
concrete values. As a result, SE can uncover bugs, security
vulnerabilities, and potential failures that might be missed
by traditional testing methods. Applications of symbolic
execution for testing network protocol implementations have
been limited. Several works [22], [24], [18], [21], [2], [25],
[3] target network protocol implementations by enabling test
setups to designate specific fields in incoming packets as
symbolic, allowing for the exploration of code paths that are
reachable with different values for these fields. To enhance test
coverage, some works [26], [25] incorporate the protocol’s state
machine into symbolic execution to account for the protocol’s
statefulness. However, the application of these approaches is
limited to detecting runtime errors, and they are not utilized
for checking protocol requirements. KleeNet [22] enables
the checking of correctness properties by manually adding
assertions to the SUT’s source code. Symbolic variables are
employed to simulate occurrences of packet loss and node
failures, prompting SE to explore various error scenarios. The

inserted assertions validate the consistency of the distributed
state. SymbexNet [24] tests protocol implementations by first
employing SE to generate test inputs that explore a wide range
of code paths. These inputs are then replayed on the SUT,
observing potential violations of rules derived from the protocol
specification. Symbolic execution might miss requirement-
violating input, when this input exercises the same code path
on the SUT as non-violating input. Recently, we have proposed
a technique that overcomes this issue by manually embedding
assertions and assumptions into the SUT’s source code [2]. The
net effect is to guide the SE engine to investigate specifically
code paths exercised by packet sequences that can violate
protocol requirements. Follow-up work [3] concentrates the
requirement testing logic into monitors, which are implemented
in a component that is external to the SUT. Monitors provide
a uniform mechanism for checking protocol requirements and
alleviate the need for extensive SUT modifications.

III. CONSTRAINED APPLICATION PROTOCOL

The Constrained Application Protocol (CoAP), as stan-
dardized in RFC 7252 [23], is designed specifically for
constrained nodes and networks, playing a crucial role in
the IoT ecosystem. Although the protocol draws inspiration
from HTTP by adopting the REST architectural style, CoAP
uniquely operates over UDP, distinguishing itself through
asynchronous request and response management via CoAP
messages. This design results in a simpler protocol, free from
historical complexities. CoAP follows a client/server interaction
model similar to that of HTTP, but it is specifically optimized
for machine-to-machine communications that dominate its use.
In these contexts, CoAP devices frequently act as both client
and server. A CoAP client begins an interaction by sending a
request to a server, using methods such as GET or POST, to act
upon a resource identified by a URI on the server. The server
responds with either a representation of the resource or a status
code indicating the outcome of the action. CoAP accommodates
both reliable and unreliable modes of communication. For
reliable communication, a CoAP sender transmits a request as
a Confirmable (CON) message, and the recipient is required to
acknowledge receipt by responding with an Acknowledgment
(ACK) message before a preset timeout period elapses. In cases
where the recipient cannot process the CON message, it sends
back a Reset (RST) message as a form of reply. On the other
hand, when reliability is not a priority, CoAP allows for the
sending of Non-confirmable (NON) messages. These messages
are sent without the expectation of an acknowledgment.

Figure 1 depicts a typical interaction between two CoAP
entities employing a combination of Confirmable and Non-
confirmable messages. The interaction begins with Entity A
sending a CON message to Entity B, requesting the resource lo-
cated at the "/resource". Entity B responds with an ACK message
containing the requested resource, signifying a successful GET
operation. Subsequently, A issues a NON message to perform a
POST request, targeting the "/update" URI to modify a resource
on B. In reply, entity B sends a NON message with status code
"2.04 Changed", confirming that the resource has been updated.



Fig. 1. Sample CoAP Interaction

Entity B then sends a CON message with a PUT request to
either create or update the resource at the "/newdata". Entity A
acknowledges receipt of the PUT request with an ACK message.
This ACK merely indicates the message’s receipt and not the
success of the PUT operation. The sequence concludes with
Entity A sending a RST message to Entity B. This message
indicates an error encountered during the processing of the
PUT request or the inability to fulfill the request, resulting in
the termination of the interaction for this specific operation.

Fig. 2. CoAP Message Format

CoAP employs a concise message format (shown in Fig. 2)
for both requests and responses. The format comprises a 4-byte
binary header, which may be followed by a series of compact
binary options and an optional payload. We will now go over
the key fields in a CoAP message.
Version The header of a CoAP message begins with a version

field, represented as a 2-bit unsigned integer.
Type The type of a CoAP message is identified by a 2-bit

unsigned integer in the message header.
Token Length This 4-bit field specifies the length of the Token

field, which can be between 0 to 8 bytes. The token is
used to correlate requests and responses.

Code The distinction between a request and a response in CoAP
is determined by the code value. This is an 8-bit unsigned
integer divided into a 3-bit class (the most significant bits)
and a 5-bit detail (the least significant bits), formatted as
‘c.dd’. Here, ‘c’ represents a digit ranging from 0 to 7 for
the 3-bit subfield, and ‘dd’ comprises two digits from 00
to 31 for the 5-bit subfield.

Message ID This 16-bit unsigned integer field is used to detect
duplicates and, optionally, enable reliable communication.

Options A variable-length sequence of options that modify
the request or response. Options can specify URI paths,
content formats, query strings, and more. Each option is
a pair which comprises a number and a value.

Payload Maker In CoAP, the presence of a payload in a mes-
sage is indicated by a specific payload marker [23, p. 17],
which is a distinct byte (0xFF). This marker serves to
separate the payload, which is the actual data being
transmitted, from the rest of the message components,
such as the header and any options.

With RFC 7959 [5], CoAP incorporates a feature known as
Block-Wise Transfers to facilitate the transfer of large data. This
mechanism breaks down a large body into a series of smaller
blocks, which is particularly advantageous in constrained
network environments. Such environments often contain devices
with limited memory and bandwidth capacities, making the
transmission of a large body in a single message impractical. A
CoAP entity indicates the need for block-wise transfer through
the inclusion of either a Block1 or Block2 option within the
CoAP message. The Block1 option is employed in requests,
particularly when a client needs to send a large body to the
server. Conversely, the Block2 option is utilized in responses,
allowing the server to send a large body back to the client.
These options are used in managing both the size and sequence
of the blocks within the exchanged messages. The value of a
Block option encodes the following fields:
Block Size (SZX) Specifies the size of each individual block.
More Blocks Indicator (M) Indicates whether additional

blocks will follow the current block.
Block Number (NUM) Represents the relative number of the

current block within a series of blocks of the given size.

IV. METHODOLOGY

In this section, we describe our methodology. In a nutshell,
it involves creating a common test harness (§IV-A), encoding
protocol requirements as assertions within the SUT (§IV-B),
and systematically applying fuzzing (§IV-C) or SE (§IV-D) to
detect deviations from CoAP protocol requirements.

A. Test Harness Creation

The first step is to create a test harness that interacts with a
protocol entity. This harness is responsible for facilitating the
testing process by sending and receiving protocol messages.
Before testing can start, it is necessary to capture a sequence
of packets that are sent to the protocol entity during an
interaction (similar to Fig. 1). Packet capture can be achieved by
configuring sample programs typically provided with the SUT
to perform interactions, and then using tools like TCPdump or
Wireshark to capture the packets that are sent to the protocol
entity (e.g., server) during one such interaction. During testing,
the test harness advances the protocol interaction step by
step using pre-captured packets. At each step, it invokes the
appropriate API from the SUT to process the packet and
generate the next packet from the corresponding response. The
test harness should be able to run test scenarios that are relevant
for all checked requirements. This can be achieved either by



TABLE I
COAP REQUIREMENTS EXTRACTED FROM RFC 7252 AND RFC 7959

Requirement Short Description Reference

Version Validity The version field MUST be set to 1 (01 binary). Other values are reserved for future versions. Messages with unknown version numbers MUST be silently ignored. RFC 7252 [23, p. 16]
Matching Message Type Confirmable messages MUST either carry a request or response, or be empty to elicit a Reset. Non-confirmable messages MUST always carry a request or response. Acknowledgement

messages MUST carry a response or be empty. Reset messages MUST be empty. If these conditions are not met, the recipient MUST reject the message.
RFC 7252 [23, p. 21, 23]

Reserved Code The class can indicate a request (0), a success response (2), a client error response (4), or a server error response (5). All other class values are reserved and MUST be rejected. RFC 7252 [23, p. 16]
Token Length Validity Lengths 9-15 for tokens are reserved, MUST NOT be sent, and MUST be processed as a message format error. RFC 7252 [23, p. 16]
Token Echo The tokens in a response and its respective request MUST match. RFC 7252 [23, p. 35]
Message ID Echo The message ID transmitted in a CON or NON message, MUST be echoed in the ACK or RST message by the recipient. RFC 7252 [23, p. 24]
Repeatable Options An option that is not repeatable MUST NOT be included more than once in a message. RFC 7252 [23, p. 39]
Unrecognized Options Unrecognized options in a message MUST be rejected. RFC 7252 [23, p. 37]

Block Size Validity If the block is not the final block, the block size implied by SZX MUST match the size of the payload in bytes. RFC 7959 [5, p. 10]
Content Format The Content-Format Option sent with the requests or responses MUST reflect the Content-Format of the entire body. RFC 7959 [5, p. 12]
Further Request Block Size The SZX block size specified in a Block1 Option in control usage in a response indicates the maximum block size preferred by the server for subsequent transfers, and the client

should adhere to this size or a smaller one in all further requests within the transfer sequence.
RFC 7959 [5, p. 14]

Missing Blocks If not all previous blocks are available at the server at the time of processing the final block, the transfer fails and error code 4.08 MUST be returned. RFC 7959 [5, p. 14]

running a single interaction that is relevant for all requirements,
or by executing several distinct interactions. In our work, the
constructed test harness serves as a unified mechanism for
requirements checking, and can be easily adapted either for
fuzzing or for symbolic execution with minimal adjustments.

B. Encoding Protocol Requirements as Assertions

Network protocols involve particular requirements for the
sequences of packets exchanged among parties. For CoAP,
these requirements are located in its RFC documents including
RFC 7252 [23] and RFC 7959 [5]. Once requirements, such
as those listed in Table I, have been extracted from the
RFC documents, they can be translated into assertions over
sequences of packets exchanged between protocol entities. The
assertions are then incorporated into the SUT code, in the
region responsible for sending a response to a received packet.
In the two implementations we tested, assertions were inserted
into function coap_session_send_pdu for libcoap, and function
coap_server_trans_send for FreeCoAP. In both cases, these
two functions already took as argument a pointer to the memory
block storing the response. Our assertions used this pointer
to access fields in the response packet. Fields in the received
packet were accessed via a global pointer variable which was
maintained externally in the test harness.

Let us now present the encoding of two example CoAP
requirements by quoting the relevant RFC text and providing
the corresponding assertion that checks the requirement. The
CoAP RFC [23, p. 24] specifies that:

The Message ID is a 16-bit unsigned integer that is generated
by the sender of a Confirmable or Non-confirmable message and
included in the CoAP header. The Message ID MUST be echoed
in the Acknowledgement or Reset message by the recipient.

In Table I, we refer to this requirement as Message ID Echo. Let
pin represent the parsed transmitted packet and pout represent
the response packet. We place the following assertion at the
point where the response packet is being generated:

assert (((pin.type= CON∨ pin.type= NON)∧
(pout.type= ACK∨ pout.type= RST)) =⇒

pin.message_id= pout.message_id)

During the execution of the test harness, this assertion is
evaluated at each step to ensure that for every transmitted
packet of type Confirmable (CON) or Non-confirmable (NON),
the message_id is correctly echoed by the responder.

Some protocol requirements specify relationships between
packets received in a sequence. To capture such relationships,
we can formulate constraints over the fields of a sequence
of packets received by a protocol party. For instance, RFC
7959 [5, p. 14] mandates:

In response to a request with a payload (e.g., a PUT or POST
transfer), the block size given in the Block1 Option indicates the
block size preference of the server for this resource.
...
the client SHOULD heed the preference indicated and, for all
further blocks, use the block size preferred by the server or a
smaller one.

In Table I, this requirement is referred to as Further Request
Block Size. We check this requirement using the excerpt below:

if ( first_response∧ pin.code∈ REQ_CODES)
preferred_size := BlockSize(pout)

first_response := false

else

assert((BlockSize(pin)> preferred_size) =⇒
pout.code∈ ERR_CODES)

In this code, first_response is a boolean variable that is
true if pout is the first packet generated by the recipient, and
preferred_size is a variable that stores the server’s preferred
block size. BlockSize is a function that takes a packet and
returns the block size given in the Block1 option. Finally,
REQ_CODES represents the set of codes used for requests, while
ERR_CODES denotes the set of error codes. The above code stores
the preferred size communicated in the first block transmitted by
the server. It then checks that subsequent requests that exceed
this size are rejected by the server, prompting it to generate an
error response. Note that the RFC does not explicitly define a
suggested response when a transmitted block fails to meet the
preferred size requirement. In cases where the RFC is unclear
on the expected behavior, we can use common sense. Here,
we require that the response somehow flags an error.

Once the SUT’s code has been extended with such assertions,
we can employ fuzzing or SE to test whether these assertions
are triggered (i.e., whether the requirements can be violated).

C. Testing Requirements Using Fuzzing

To test using fuzzing, we employed AFL++ (4.10c), a
state-of-the-art fuzzer [10] incorporating contributions from



TABLE II
RESULTS FROM TESTING THE COAP REQUIREMENTS ON LIBCOAP AND FREECOAP USING FUZZING AND SYMBOLIC EXECUTION

libcoap (version 4.3.1) FreeCoAP (commit ffc87fd)

Fuzzing Symbolic Execution Fuzzing Symbolic Execution

Requirement Bug Status1 TTE2 MTE3 TTE2 Time4 Paths Bug Status1 TTE2 MTE3 TTE2 Time4 Paths

Version Validity Fixed (#1376) <1s 193 1s 1s 2 — 43s 6
Matching Message Type Fixed (#1295) <1s 371 4s 16s 38 — 2h51m4s 7844
Reserved Code Fixed (#1300) <2s 546 4s 17s 41 — 2h55m32s 7844
Token Length Validity — 12m42s 31 — 3h00m14s 7083
Token Echo — 1s 2 — 20s 4
Message ID Echo — 1s 1 — 11s 32
Repeatable Options Fixed (#1389) <1s 205 56s 2m29s 213 Reported (#41) <2s 789 3m30s � 28949
Unrecognized Options — 2m36s 196 — � 28917

Block Size Validity Fixed (#1284) <1s 286 1s 2h25m28s 17971 — 37s 203
Content Format — 1s 4 — 1s 1
Further Request Block Size Fixed (#1290) <2s 891 2s 19m14s 27 Reported (#42) ≈40s 36824 3s 45m13s 8497
Missing Blocks Fixed (#1287) <1s 255 6s 3m51s 359 — 1h24m17s 22979

1 Bug Status: non-empty entries report on the bug’s status at the time of this writing; in parentheses is the issue number in the GitHub repositories of libcoap and FreeCoAP.
2 TTE (Time to Exposure): the time it takes to expose the requirement violation (average across five AFL++ fuzzing campaigns or KLEE runs).
3 MTE (Mutations to Exposure): the number of mutations it takes for AFL++ to expose a requirement violation (average across five fuzzing campaigns).
4 Time: the time required for symbolic execution to complete its exploration, with a timeout set at 24 hours (denoted �).

the latest research. As initial seeds, we utilized valid pre-
captured packets obtained from interactions executed using
the sample programs provided with each implementation. The
fuzzer begins by executing the test harness, which performs a
test scenario. It then provides the incoming packet, intended to
be processed by a protocol party, by mutating these seeds. For
some requirements concerning block-wise transfer, multiple
packets need to be processed before an assertion can be checked,
as a state needs to be built. Since standard fuzzers cannot handle
these stateful scenarios, we load all the required packets for
the interaction into a single buffer at different offsets. During a
block-wise transfer, for each packet, the recipient reads from the
appropriate offsets within the buffer. Consequently, the fuzzer
can mutate this single buffer during a fuzzing campaign. All
the assertions are checked simultaneously. To account for the
inherent randomness of fuzzing, fuzzing campaigns are repeated
multiple times. When the fuzzer detects an assertion violation,
it stores the mutated test case that caused the violation, along
with metadata such as the timestamp and number of mutations
before the test case is generated. Analyzing the generated test
case can help identify the reason for the assertion violation.

D. Testing Requirements Using Symbolic Execution

To test using symbolic execution, we employed KLEE (v3.0),
a mature symbolic execution engine [6] built on top of the
LLVM compiler infrastructure. During each symbolic execution
run, only one requirement is checked, necessitating separate
runs for each requirement. In each run, KLEE executes the test
harness, which performs a test scenario using pre-captured valid
packets. For each requirement, before a packet is processed by
a protocol party, the relevant fields specified in the requirement
are treated as symbolic using a KLEE-specific API, while other
fields in the packet remain unchanged. To facilitate the process
of treating a field as symbolic, we used a CoAP parser to
convert loaded packets into data structures. We also used a
serializer to convert the data structure back into a buffer, which
is then processed by the protocol party. For instance, to check

the Message ID Echo requirement, we treated the message_id

and the type in the packet as symbolic. During each SE run,
if a path exists where the checked assertion is violated, KLEE,
with the help of an SMT solver, generates a concrete test case
that violates the assertion. In this context, the test case refers
to the specific values of the fields that were made symbolic.

V. EVALUATION

In this section, we present results from applying our method-
ology to two well-known CoAP implementations: libcoap and
FreeCoAP. We begin by comparing the effectiveness of the
two techniques (§V-A), followed by a description of the bugs
and non-conformances they discovered (§V-B).

A. Effectiveness of Fuzzing and Symbolic Execution

In terms of effectiveness in detecting requirement violations,
we did not notice any significant difference between the two
techniques. On this set of twelve CoAP requirements, both
techniques identified non-conformances for seven of them in
libcoap —all of them have been fixed— and for two of them
in FreeCoAP which have been reported (cf. Table II). Also, all
violations were found quickly: We ran five fuzzing campaigns,
and AFL++ consistently found inputs that violate the assertions
in less than two seconds and 900 mutations on average, with the
exception of one case in FreeCoAP where it needed about 40
seconds and 36 824 mutations on average to find the violation.
Symbolic execution using KLEE was also able to find inputs
that violate the assertions in few seconds for most requirements,
with the exception of the Repeatable Options requirement for
which it needed about one minute for libcoap and three and a
half for FreeCoAP to find inputs that trigger the violation.

For the protocol requirements that an implementation re-
spects, the two techniques differ in a fundamental way. Fuzzing,
being a random testing technique, cannot give any guarantee
other than “No violation was found after trying N input
mutations in time T .” Hence, Table II does not show any
numbers for fuzzing for requirements that are not violated; any



such number depends on the time limit T used for the fuzzing
campaign. In contrast, symbolic execution systematically
explores the program paths and can in principle provide a
guarantee that a requirement is not violated. The Time and
Paths columns of Table II report the time which KLEE took to
explore the corresponding number of paths. For libcoap, we can
see that KLEE explored the search space of most requirements
in few seconds or minutes with the exception of the Block
Size Validity requirement for which it needed to explore about
18 000 paths in two and a half hours. Exploring the search
space of FreeCoAP’s code proved more challenging: for four
of the requirements KLEE took more than an hour to complete
its exploration and for two other requirements the exploration
did not complete within the 24 hour time limit that we used.

Taking the above into account, our experience is that fuzzing
has a slight edge when one is interested in finding specification
violations fast, but investing on SE pays off in the long run.
In most cases, symbolic execution is able to trigger violations
equally fast as fuzzing, and it can also provide guarantees of
the absence of bugs in cases where the SMT solver used by the
SE engine does not time out. Our overall recommendation to
implementors is to adopt the assertion-based methodology to
testing protocol requirements we have described in this paper.

B. Bugs Discovered

We describe the non-conformances grouped by the corre-
sponding requirement.

Version Validity: A violation of the Version Validity re-
quirement occurs when a server, upon receiving a message m
with an invalid version, responds with a Reset message (RST)
rather than ignoring m. This deviation from the RFC can cause
interoperability issues, increase unnecessary network traffic,
and potentially be exploited to fingerprint the server.

Matching Message Type: This requirement is violated when
there is a discrepancy between the message Type and Code

fields. Our testing revealed that a libcoap server failed to
reject an erroneous message of type ACK that carries a request.
Instead, it responded with the requested resource in a non-
confirmable message. This non-conformance can also be used
for fingerprinting or cause other problems.

Reserved Code: Another non-conformance arises when
entities do not reject messages containing reserved codes.
Accepting messages with these codes can cause interoperability
issues among different CoAP implementations.

Repeatable Options: This non-conformance arises when
a server cannot properly handle an (erroneous) message m
containing more than one instance of an unrepeatable option.
In such cases, the server proceeded with a response rather
than rejecting m. Failing to satisfy this CoAP requirement
can lead to interoperability issues and potential erroneous data
interpretation. Both libcoap and FreeCoAP implementations
exhibited this non-conformance.

The remaining three non-conformances are related to block-
wise transfers.

Block Size Validity: A significant bug was detected in libcoap
when there is a mismatch between the block size suggested by

the SZX value and the actual size of a message’s payload. In
such scenarios, the CoAP entity processes the message based
exclusively on the SZX value, disregarding the actual payload
size. This situation leads to two different problems:

• If the SZX value indicates a block size larger than the
actual payload, arbitrary data can be stored on the server.
Such a situation might cause buffer overwrites, overreads,
and introduce various security vulnerabilities due to the
processing of unintended data.

• Conversely, if the SZX value denotes a block size smaller
than the actual payload, only a fraction of the payload
gets stored on the server. This leads to the partial loss of
transmitted data, as part of the payload is discarded.

After reporting the bug that our testing revealed, libcoap’s
development team addressed it through Pull Request (PR)
#1286. Subsequent testing of the SUT with the changes in this
PR revealed that the fix was only partial. Specifically, the PR
resolved the problem only in scenarios where a server receives
a request from a client, not in cases where a client receives a
response from a server. The issue was fully resolved by another
PR (#1294) which was later merged into libcoap’s code base.

Further Request Block Size: In the CoAP block-wise transfer
process, once the block size has been negotiated, it is expected
that all entities will adhere to this agreed-upon size for the
remainder of the data exchange. A non-conformance arises
when an entity encounters a message m with a block size
that deviates from the one previously established. Instead of
ignoring m or reporting an error, the entity adjusted its own
block size to align with the block size of m. Both libcoap and
FreeCoAP implementations exhibited this non-conformance.

Missing Blocks: A non-conformance in libcoap was detected
when a server fails to recognize the absence of one or more
blocks prior to receiving the final block in a block-wise transfer.
Specifically, the issue occurs under the following circumstances:
When a CoAP server receives a block with the ‘More’ (M) bit
set to 0, it interprets this as the final block of the transfer.
At this point, the server is required to have all preceding
blocks available in order to successfully reassemble and process
the complete data. However, in certain scenarios, the server
does not adhere to this requirement. For instance, if data is
partitioned into three blocks and the server receives blocks
numbered 0, 2, and 3. In such cases, the server is expected to
detect this discrepancy and return an error. Nonetheless, the
libcoap server erroneously proceeded without recognizing that
a block is missing, failing to return the anticipated error code.

VI. CONCLUSIONS

In this paper, we investigated the use of two major testing
techniques, fuzzing and symbolic execution, to test IoT protocol
implementations for conformance to the requirements in their
specifications, and applied them to two widely used imple-
mentations of the CoAP protocol. Our results demonstrated
the effectiveness of these two techniques when combined with
the assertion-based methodology we advocate. Most notably,
we have shown that both fuzzing and SE are able to uncover



requirement violations that have remained unnoticed by their
developers, and that this can be done quickly.

We hold that our work offers practical insights for developers
and researchers in the area of IoT protocol requirement testing.
By highlighting the strengths and limitations of fuzzing and
symbolic execution, we provide guidance on how to improve
the security and reliability testing of IoT networks.
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